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Abstract

In their paper [1], Tsoi and Tan present what they call a "canonical

form", which they claim to be identical to that proposed in Nerrand et al

[2]. They also claim that the algorithm which they present can be applied

to any recurrent neural network. In the present comment, we disprove

both claims.

Back in 1993, Nerrand et al. [2] proposed a general approach to the training of recurrent

networks, either adaptively (on-line) or non-adaptively (off-line). One of the main points

of that paper was the introduction of the minimal state-space form, or canonical form,

defined in relations (4) and (4a) of their paper as:

  z  (n+1) = ϕ [  z  (n),    u   (n)] (state equation)

   y   (n+1) = ψ[  z  (n+1),    u   (n+1)] (output equation)

where   z  (n) is a state vector, i.e. a minimal set of variables necessary at time n for

computing the future output vector    y   (n+1), the external input vector    u   (n+1) (control

inputs, measured disturbances, ...) being known. A graphic representation of the

canonical form is shown in Figure 1, assuming that functions ϕ and ψ are computed by a

single neural network.

In appendix (1) of their paper, Nerrand et al. showed how to compute the order of any

recurrent network, and, in appendix (2) they derived the canonical form of various

recurrent network architectures, which had been proposed by other authors.

Since then, researchers of the same group made use of the canonical form in various

circumstances ([3], [4], [5]). They derived a general proof of existence of the canonical

form for a class of nonlinear discrete-time models including neural networks, and they

provided a systematic procedure for deriving their canonical form, which was presented

and published on various occasions ([6], [7]).
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In [1], Tsoi and Tan provide, as the first figure of the paper, a drawing of the canonical

form which looks like Figure 1 of [2], except for the fact that the name of the feedback

variables is omitted, which makes the meaning of the drawing ambiguous. Indeed, they

claim that the canonical network may be written as an input-output form:

y(n) = f (y(n - 1), y(n - 2), ..., y(n - N), u(n), u(n - 1), ..., u(n - M)).

This is not correct. Counterexamples, together with an in-depth investigation of the

problems related to the derivation of a nonlinear input-output model, can be found in [8].

In addition, Tsoi and Tan argue that the canonical form, and the training algorithms,

presented by Nerrand et al. in [2] are restricted to sigmoidal nonlinearities; again, this is

definitely  not correct. The canonical form has nothing to do with the nonlinearities of the

neurons, and the training algorithms presented in [2] can be applied to networks of

neurons with arbitrary (differentiable) nonlinearities (it is not even required that all

neurons have the same non linearities).

In their conclusion, Tsoi and Tan argue that it was proved in [9] that any RNN

architecture can be put in what they call a canonical form, which is actually an input-

output form. We have shown above that this is not the case. Therefore, their claim that

any RNN can be trained by the algorithm that they propose is disproved.

Since there is a lot of confusion, both in [1] and in [9], about the canonical form, we

would like to insist that the following results were proved and published:

(i) any recurrent neural network can be transformed into a canonical form, as defined in

[2] (which is nothing but the minimal state-space form); by any recurrent network, we

mean discrete-time networks with any graph of connections, any delays between neurons

(provided that there is no cycle whose sum of delays is equal to zero), and any

nonlinearities for individual neurons (and possibly different nonlinearities for different

neurons);

(ii) contrarily to the claim of Tsoi and Tan, there is a systematic procedure that produces

the canonical form of any recurrent neural network [7].

Readers who are interested in the problems of recurrent network architectures are invited

to read our related comment [10] on the related paper by Tsoi and Back [9] published in

the same issue of Neurocomputing as [1].
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Figure captions

Figure 1 : the genuine canonical form introduced by Nerrand et al.


